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1 Introduction

Humor is an aspect of natural language that is be-
coming an increasingly relevant area of research.
Human-computer interaction and human-robot in-
teraction require a degree of robustness that incor-
porates all models of human cognitive abilities,
including humor (Stock and Strapparava, 2005).
Works exploring the effects of humor on communi-
cation show the importance of humor on likeability
and rapport (Morkes et al., 1999). The question
remains, however, whether we can learn humor
markers from gesture and prosody to reliably clas-
sify humorous intent from audio, text, and video
data.

Interactions between humans and computers
where jokes were used resulted in participants rat-
ing the agent as competent and reported a greater
sense of cooperation, demonstrating that humor
contributes directly to the likeability of an interface
(Morkes et al., 1999). This study further showed
that humor did not distract from the communicative
intent of the interaction, alleviating any concerns
of humor not enhancing a dialogue (Morkes et al.,
1999).

As humans, we respond strongly to social stim-
uli. Being exposed to laughter alone has been
shown to be a sufficient stimulus for laughter and
smiles (Provine, 1992). Designing models for hu-
mor is the key to understanding an aspect of human
social interaction that will bridge the gap for robot
and computer agents. By empowering agents with
humor, we can build more personable agents that
embody a social function.

2 Related Work

2.1 Humor Detection from Language

Traditional methods of humor analysis and detec-
tion have typically relied on text-based features
as input (De Oliveira and Rodrigo, 2015). Table
1 showcases some language-only humor datasets

including "16000 One Liners" (Mihalcea and Strap-
parava, 2005), "Pun of the Day" (Yang et al.,
2015), "Ted Laughter" (Chen and Lee, 2017). Hu-
mor, however, is an act of great emotional expres-
sion—delivery is key. When we discuss delivery,
it is important to consider multimodal inputs. The
natural extension is to examine features that can be
captured through audio and video.

In a study exploring the prosodic and multi-
modal markers of humor, it is noted that consider-
ing pause-based unit, pitch, volume, pause length
features for audio and smiling, facial action units
features for video are strong indicators of humor-
ous expression (Gironzetti, 2017).

2.2 Humor Detection from Audio

Attempts at incorporating features beyond text
started with audio-only models for sarcasm detec-
tion (a form of humorous expression) (Rakov and
Rosenberg, 2013). The audio features considered
here include speaking rate, standard deviation of
pitch, and intensity unigrams. While this sarcasm
detection approach performed with promising accu-
racy, the authors note that more work is do be done
in classifying instances found to be ambiguous by
human annotators, suggesting that speech may not
be the only mode of communicating humorous in-
tent (Rakov and Rosenberg, 2013). In addition, the
scope of this humor detection is limited to sarcasm
which does not offer a generalized model for hu-
morous expression. Sarcasm is a specific, and often
biting form of irony typically presented to express
contempt; thus, it carries a dual intent that is not
wholly humorous.

Other works have employed both audio and text
features for the binary humor classification task.
Bertero and Fung used a Convolutional Neural Net-
work (CNN) model that combines word-level and
acoustic-frame level features in the "Big Bang The-
ory" dataset. The authors maintain that the intent
of the speaker can be informed by variations in



Dataset size modality type

16000 One Liners 32000 {l} joke
Pun of the Day 4846 {l} pun
Ted Laughter 9452 {l} joke
Big Bang Theory 43672 {l, a} tv show
UR-FUNNY 16514 {l, a, v} joke

Table 1: Survey of existing humor datasets from a vari-
ety of modalities including language, audio, and video.

pitch, loudness, and intonation. In addition, lexi-
cal, syntactic and structural, sentiment, antonyms,
and speaker turn features were considered. With
promising accuracy on this prediction task, incor-
porating visual features could enhance the perfor-
mance as a smile while speaking strongly informs
humorous intent (Gironzetti, 2017).

2.3 Humor Detection from Video

Non-verbal information complements a humorous
expression just as strongly as verbal information
captured through audio and text features. Wendt
and Berg note that non-verbal humor based on ges-
tures, facial expressions, or whole body movements
has not been the target of HRI-research so far, rein-
forcing the lack of research into multimodal humor
modeling. The authors posit that the long-term aim
of the research should be aimed at understanding
and defining what type of behavior is viewed as hu-
morous, to what audiences, and in what contexts.

Katevas et al. conducted the Robot Comedy Lab
experiment which used a robot to perform a stand-
up comedy routine. The robot’s gesture and gaze
were manipulated throughout the performance so
as to understand their effect on the audience re-
sponse. Katevas et al. hypothesize that the there
may have been difficulty in interpreting the ges-
tures or that gestures do not function in the way
they expected them to. This highlights the need
to understand the relationship between humor and
gesture. While naïve observational methods have
been used to generalize how humor is expressed,
there is an opportunity to create a refined model for
humor gesturing.

The UR-FUNNY dataset presents a multimodal
approach for punchline detection (Hasan et al.,
2019). Punchline detection is a task used to de-
termine the likelihood of an expression being the
punchline to the joke given the context leading up
to it. The UR-FUNNY paper uses GloVe word

embedding from text (Pennington et al., 2014);
COVAREP features from audio (Degottex et al.,
2014); facial Action Units (Rosenberg and Ekman,
2020) and rigid/non-rigid facial parameters from
video (Baltrušaitis et al., 2016). Hasan et al. de-
sign a Multimodal Context Network (MCN) used
to learn a multimodal representation of the con-
text that employs a Transformer-based encoder in
the UR-FUNNY dataset task (Hasan et al., 2019;
Vaswani et al., 2017).

2.4 Gesture Modeling

With the importance of considering gesture in hu-
mor expression, works on gesture modeling be-
come especially relevant even in contexts beyond
humor.

Ginosar et al. constructs a model to generate
plausible gestures from audio speech input for a
model fine-tuned on a particular subject. This cross-
modal translation task is used to learn how an in-
dividual gestures as they speak. Interestingly, they
do not include text-based features as input, claim-
ing that previous work incorporating text is used
to train gestures for virtual agents with datasets
that are curated for a more rigidly defined task (Gi-
nosar et al., 2019). Instead, the in-the-wild analysis
used here focuses only on raw audio signals. The
authors use a fully convolutional network with an
audio encoder and a 1D UNet that maps the 2D log-
mel spectrogram of the audio to a temporal stack of
pose vectors (Ronneberger et al., 2015; Isola et al.,
2017).

Ginosar et al. uncover that a model trained on
a different speaker is on average better at predict-
ing gestures when compared to predicting random
motion, but still significantly worse than predict-
ing just the median pose of the true speaker; thus
implying that there are idiosyncrasies in gesturing
(Ginosar et al., 2019). The scope of the gestur-
ing here is general in topic, raising the question
as to whether humor gesturing is as idiosyncratic
or if general methods for humor gesturing exist
commonly among speakers.

3 Dataset

The PATS dataset is an aligned Pose, Audio, Tran-
script, and Style dataset that contains aligned seg-
ments from 25 different speakers (Ahuja et al.,
2020; Ahuja et al.; Ginosar et al., 2019). The
dataset present a diverse set of styles with speakers’
backgrounds including talk show hosts, lecturers,



YouTubers, and televangelists.

3.1 Dataset Features
The following set of features are used from the
dataset:

Language: The language features used for this
task are the fixed BERT embeddings (768-d vec-
tors) for each word in the aligned sentence accord-
ing to the bert_base_uncased pre-trained model
from Hugging Face (Devlin et al., 2018; Wolf et al.,
2020). The transcripts are extracted from the origi-
nal video using Google Automatic Speech Recogni-
tion (Chiu et al., 2018). Naturally, there is inherent
error in this automatic transcription process, which
was estimated to be .29 (Word Error Rate) (Ahuja
et al., 2020).

Audio: The acoustic feature used for this task is
the log-mel spectrogram (128-d vector) of each
interval in the dataset. The log-mel spectrogram
is a more salient representation of the audio that
could be more useful in learning tasks (Ginosar
et al., 2019).

Pose: The pose features used for this task are the 52
2D skeletal joint positions (normalized) from the
upper body. These were extracted using OpenPose
at 15 frames-per-second (Cao et al., 2017).

3.2 Humor Label
For the humor classification task, we need to gener-
ate binary labels for each interval indicating exam-
ples of humor and non-humor. The 15 talk show
hosts in the PATS dataset are labelled as examples
of humor while the remaining 10 (lecturers, YouTu-
bers, televangelists) are annotated as examples of
non-humor (Ahuja et al., 2020). Talk show hosts
were chosen as examples of humor since they serve
to make their audiences laugh and often present
topical news material with a humorous spin.

4 Multimodal Humor Classification

4.1 Problem Formulation
The PATS dataset presents us with three modalities
which we will represent as M = {t, a, p}. Each
modality is presented in an aligned sequential form
(Ahuja et al., 2020).

Each datapoint can be represented as a tuple
(S, l), of the features S = {Sm : m ∈ M} and the
label l ∈ 0, 1. Since each datapoint represents a 4.3
second interval sampled at 15 frames-per-second,
every modality in S is a sequence of length 64.

Thus St has a dimension of (64, 768), Sa has a
dimension of (64, 128), and Sp has a dimension of
(64, 104).

4.2 Unimodal Feature Encoding

Each modality in M is individually encoded us-
ing a separate LSTM, resulting in three separate
representations Ut, Ua, Up each with hidden size
ht, ha, hp, respectively. We can observe this en-
coding scheme in Figure 1. We then concatenate
all three modality representations along the time
dimension, yielding a combined representation H
with shape (64, ht + ha + hp).

4.3 Multimodal Feature Encoding

The combined unimodal representations are passed
into a multimodal feature encoder that attempts
to learn some H ′ that encodes the features along
both the time and feature dimension.This scheme
is inspired by the network architecture proposed
by Hasan et al. for the UR-FUNNY dataset. The
multimodal feature encoder uses a Transformer
encoder architecture which is able to learn temporal
relationships in input sequences through the self-
attention mechanism (Vaswani et al., 2017). The
output of the Transformer encoder, H ′ is fed into a
simple feed-forward neural network classifier head.

5 Experiments

We conduct several humor classification experi-
ments to better understand which feature or combi-
nation of features has the best performance on the
binary humor classification task outlined in Section
4.1. The outcome of these experiments may re-
veal how important pose features are in the humor
classification task.

5.1 Baseline

The baseline models were trained with the uni-
modal and multimodal feature encoding using a
subset of the modalities provided. Table 2 details
the results of the respective models on the test set.
The performance was evaluated using F1 micro
score which is calculated as the percentage of pre-
dicted labels that match their true values. Using
the audio features alone leads to the highest binary
accuracy among other feature combinations.

The baseline models were trained on all 25
speakers in the PATS dataset, with the talk show
host being annotated as examples of humor, respec-
tively. The models also used the predefined train,



Figure 1: Overall system architecture showing the raw features encoded into unimodal features through the individual
LSTMs, combined encoding through the Transformer encoder, and the classifier head.

Models F1 micro

Multimodal Feature Encoding
Text + Audio + Pose .9507
Text + Audio .9630
Text + Pose .9317
Audio + Pose .9855
Text .9159
Audio .9899
Pose .8504

Table 2: Performance (F1 micro) of Multimodal Feature
Encoding baselines using one or more modalities.

validation, and test splits from the original dataset
(Ahuja et al., 2020).

5.2 Subset Training

The subset training scheme trains several models on
a subset of the speakers and is evaluated on a differ-
ent subset. In this setup, we hope to understand the
extent to which the model is overfitting, or mem-
orizing, specific speaker styles leading to strong
performance on the test set seen in the baseline.
Since the model is evaluated on speakers unseen
during training, we expect a performance decline
from the baseline in which the model had seen all
the speakers. The model was trained on a subset
of seven of the PATS speakers: fallon, almaram,
lec_hist, colbert, rock, ytch_prof, lec_evol. This
subset ensured that the train set was balanced with
50.34% as examples of humor and 49.66% as exam-
ples of non-humor. Furthermore, the remaining set
of speakers in the test set result in a 54.4%/45.6%
humor/non-humor split. Table 3 details the training

Models F1 micro

Multimodal Feature Encoding
Text + Audio + Pose 0.8964
Text + Audio 0.9564
Text + Pose 0.9233
Audio + Pose 0.9561
Text 0.8905
Audio 0.9710
Pose 0.7954

Table 3: Training Performance of Multimodal Context
Network model

performance, evaluated on the subset of speakers
seen during training. Table 4 details the results of
the respective models on the test set.

6 Results and Discussion

6.1 Baseline Results

The performance of the baseline on the various
feature combinations shows overall promising ini-
tial results. Audio alone yielded an accuracy of
98.99% which makes additional improvements on
the baseline model a difficult task. The dominat-
ing performance of the audio feature is likely due
to it being the most fine-grained featured sampled
from the interval, thus potentially containing the
most salient information about the speaker. Table 2
highlights this, as all the models containing audio
outperform the rest. Furthermore, we hypothesize
that the auditory dynamicism of talk show hosts
that is meant to keep the speaker engaged, creates
easy ways for the model to determine whether a



Models F1 macro F1 micro F1 weighted Humor Precision Humor Recall

Multimodal Context Network
Text + Audio + Pose 0.7177 0.7661 0.7550 0.7822 0.8945
Text + Audio 0.8839 0.8953 0.8955 0.9245 0.9162
Text + Pose 0.7974 0.8058 0.8106 0.9281 0.7649
Audio + Pose 0.8933 0.8996 0.9016 0.9784 0.8670
Text 0.8130 0.8253 0.8283 0.9062 0.8201
Audio 0.8366 0.8606 0.8566 0.8595 0.9428
Pose 0.5920 0.6491 0.6407 0.7161 0.7755

Table 4: Performance of Multimodal Feature Encoding model trained on a subset of speakers and tested on a
different subset of speakers

particular speaker is a talk show host, and thus an
example of humor in our data.

Interestingly, pose alone has 85.04% accuracy
in predicting humorous action even though it is
a coarser feature that is typically not the primary
source of information communication. Further-
more, the only modality whose performance is im-
proved when pose is added is the text modality
since text alone is 91.59% whereas text + pose is
93.17%. The lack of performance gain in the other
modality combinations is likely due to the domi-
nating aspect of the audio feature. Anything that
dilutes or takes away from the importance of the
audio feature will cause the model performance to
waver.

6.2 Baseline Shortcomings

The stellar performance of the baseline models
does raise some questions regarding the extent to
which the baseline models have overfit to the par-
ticular styles of the respective speakers. Since the
examples of humor we chose from the PATS dataset
are all talk show hosts, the models may have just
learned the styles of the respective speakers as op-
posed to what humorous language, audio, and pose
entail. Furthermore, the models were trained on
every speaker and tested on every speaker, further
increasing the chance that individual styles were
learned as opposed to general methods for humor.

6.3 Subset Training Results

The results from the subset training scheme are
quite promising in affirming the models generaliz-
ability. Given that we evaluated these models on
a set of speakers unseen during training, a perfor-
mance decline was expected. Furthermore, consid-
ering that the size of the training set was about a

third of the size of the original train set seen in the
baseline, the models continue to perform well.

Table 3 details the training performance. These
results show a slight decline in performance when
compared to the baseline. Audio alone continues
to be the best single modality, and overall modality,
when compared to the other models, yielding an
accuracy of 97.10%. Since the speakers in the train
set were not used in the test set, we were able to
use the datapoints that were previously withheld
for the test set, thus creating a slightly larger train
set. However, training on a subset of the speakers
still results in a train set that is nearly a third of the
size of the original baseline train set.

Table 4 details the results on the test set. The
audio + pose modality is consistently the best per-
forming model across the various evaluation met-
rics with an accuracy of 89.33%. Following closely
behind is the text + audio modality with an accu-
racy of 88.39%. This high performance of audio
pair modalities is also reflected in the baseline per-
formance. The audio + pose model leads in pre-
cision (by over a 5% margin) for the humor class
with 97.84% accuracy. Interestingly, audio—which
had dominated the baseline models with 97.10%
accuracy—was the third most performant modal-
ity. However, audio remained as the best single
modality for the binary humor prediction task.

Audio alone does not completely falter with the
highest recall for the humor class of 94.28%. This
performance exceeds the recall of the audio + pose
modality by a margin of 7.58%. However, since
false negatives may be less of a concern in a low
stakes humor classification setting, this is a less
useful trade-off.

The consistently strong results, even when
trained on less data and tested on unseen speakers,



indicates that the models are likely not overfitting
to the individual styles of the speakers, but perhaps
learning general styles for humor/non-humor from
the various modalities.

6.4 Qualitative Analysis of Results

With the strong performance of the subset training
task, it is worth examining the performance of the
most accurate model (audio + pose) on the indi-
vidual speakers. We examine the speakers with
the highest and lowest recall from the humor/non-
humor classes, respectively. For the humor class,
conan has a recall of 98.77% while ellen bottoms
out at 71.69%. On the other hand, for the non-
humor class, lec_law leads in performance with a
recall of 97.71% while chemistry is the worst with
90.75%. For context, conan and ellen are both talk
show hosts while lec_law and chemistry represent
academic lectures given by professors.

Figure 2 shows the relationship between spa-
tial extent average and the lexical diversity of the
various speakers in the PATS dataset. The figure
shows a natural clustering between the the vari-
ous domains of speakers. Note that tv shows are
represented in the humor class while lecturers, tel-
evangelists, and YouTube are represented in the
non-humor class.

6.4.1 Humor Speakers
In our test set, the humor speaker with the highest
recall was conan. Upon visual inspection of Figure
2, we can see that conan is the nearest neighbor
to colbert, a speaker present in the train set. This
figure specifically identifies the lexical diversity
and the spatial extent of each speaker. In terms
of lexical diversity, the broad topic covered by by
a talk-show host such as Conan O’Brien would
lead to high lexical diversity. In addition, most of
the the tv show speakers have a higher spatial ex-
tent average. Conan typically performs with very
large gestures that vary greatly for comedic effect
and other signalling. Stephen Colbert and Jimmy
Fallon fall into a similar type of humorous perfor-
mance that involves these large gestures.

On the other end of humor, we see the audio +
pose model struggle with ellen. From Figure 2 we
can see that of all the tv show speakers, ellen is out
of cluster. Instead, ellen falls in the middle of the
range for both lexical diversity and spatial extent.
The nearest neighbors to ellen are YouTubers. This
is somewhat expected as Ellen DeGeneres has a
much different style of performance than the afore-

mentioned speakers. Ellen tend to be more reserved
in terms of gestures (as seen by the smaller spatial
extent average) and the topic of the show tends to
be limited in scope to celebrity interviews and is
much less political. As such, there tends to be less
linguistic diversity. While Ellen is light-hearted
and enthusiastic, her performance does not nec-
essarily constitute a humorous act. As such, one
could argue that perhaps ellen would fall into a
separate category that is happy, bubbly, but not nec-
essarily humorous. Alternatively, the model was
not exposed to the type of humorous performance
that Ellen employs, thus stressing the need for a
more diverse humor corpus.

6.4.2 Non-humor Speakers
We can use similar qualitative analysis to examine
the performance of the model on non-humorous
examples. According to the audio + pose model,
lec_law leads has the highest performance with a
recall of 97.71%. This is expected as it is the near-
est neighbor of lec_evol, lec_hist, and ytch_prof
(Figure 2), all three of which were speakers in-
cluded in the train set. Conversely, chemistry is
has the worst recall for the non-humor speakers.
Similar to ellen, chemistry lies far away from any
other of the speakers in the PATS dataset, much
less the ones used in the train set. It seems that
the chemistry lecturer had the high expressiveness
of the humor speakers but the low lexical diversity
of the non-humor speakers, thus leading to lower
recall.

6.4.3 Qualitative Analysis Conclusion
Ultimately, the qualitative analysis of the individual
speakers has affirmed that the lexical diversity and
spatial extent average of the individual speakers
results in a set of clusters separated largely on lines
of humor/non-humor. Intuitively, speakers with
humorous intent may have a degree of dynamicism
in their gesturing that is meant to signal excitement,
happiness, or overall an emphasis of a punchline.

7 Future Work

While the results of these experiments show promis-
ing performance for the binary humor classifica-
tion task, there remains a need for more robust
multimodal humor data. Talk-show hosts present
a very limited scope of humor that falls into a cer-
tain standard of performance. Humor, however,
is a diverse expression in subject matter, perfor-
mance, and setting. As such, a multimodal humor



Figure 2: Spatial Extent Average vs. Lexical Diversity. The speakers circled in black were included in the train set,
while the remaining set of speakers was withheld for the test set. This figure was adapted from the work of Ahuja
et al.

.

dataset should include a wide array of different co-
medians as seen in the UR-FUNNY dataset (Hasan
et al., 2019). It is important, however, that the
speakers be comedians as it makes the alleviates
concerns surrounding humorous intent. In other
words, the task is more specified when predicting
humorous intent as opposed to humor. Everyone
perceives humor differently, thus making a pure hu-
mor prediction task extremely subjective. Several
comedic performances can be found online and can
be extracted in a manner similar to PATS which
includes aligned pose, audio, and transcript infor-
mation (Ahuja et al., 2020; Ahuja et al.; Ginosar
et al., 2019). It would also be useful to include
facial expression information similar to the UR-
FUNNY dataset as the face can provide addition
salient gesture information (Hasan et al., 2019).

8 Ethical Implications

It is important to consider the ethical implications
of gesture modeling for humor. As gestures can be
used to enhance the representation of an individual
through video, one must be aware of potentially
malicious uses of such a model.

The ability of a gesturing agent to establish rap-
port with a user could lead to a false sense of secu-
rity in the user that is especially dangerous when
used in a surveillance context. Users may also be

more inclined to share private information under
this guise.

It is also important to consider that humorous
intent varies across culture and language. A humor-
ous gesture model trained on American subjects
speaking English may have learned gestures that
do not necessarily translate into humor in other
linguocultural contexts.
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